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\textbf{A B S T R A C T}

Most evolutionary biologists consider selfishness an intrinsic feature of our genes and as the best choice in social situations. During the last years, prolific research has been conducted on the mechanisms that can allow cooperation to emerge “in a world of defectors” to become an evolutionarily stable strategy. A big debate started with the proposal by W.D. Hamilton of “kin selection” in terms of cost sustained by the cooperators and benefits received by related conspecifics. After this, four other main rules for the evolution of cooperation have been suggested. However, one of the main problems of these five rules is the assumption that the payoffs obtained by either cooperating or defeating are quite well known by the parties before they interact and do not change during the time or after repeated encounters. This is not always the case in real life. Following each rule blindly, there is a risk for individuals to get stuck in an unfavorable situation. Axelrod (1984) highlighted that the main problem is how to obtain benefits from cooperation without passing through several trials and errors, which are slow and painful. With a better understanding of this process, individuals can use their foresight to speed up the evolution of cooperation. Here I show that a multi-armed bandit (MAB) model, a classic problem in decision sciences, is naturally employed by individuals to opt for the best choice most of the time, accelerating the evolution of the altruistic behavior and solving the abovementioned problems. A common MAB model that applies extremely well to the evolution of cooperation is the epsilon-greedy (\(\varepsilon\)-greedy) algorithm. This algorithm, after an initial period of exploration (which can be considered as biological history), greedily exploits the best option \(\varepsilon\)% of the time and explores other options the remaining percentage of times (1-\(\varepsilon\)%). Through the epsilon-greedy decision-making algorithm, cooperation evolves as a multilevel process nested in the hierarchical levels that exist among the five rules for the evolution of cooperation. This reinforcement learning, a subtype of artificial intelligence, with trials and errors, provides a powerful tool to better understand and even probabilistically quantify the chances cooperation has to evolve in a specific situation.

\section{Introduction}

If the “struggle for life” is what moves Darwinian evolution on (Darwin, 1859), why those species that cooperate more are some of the most successful and widespread on our planet? Social insects (such as ants, wasps, termites, and bees), school of fishes, flocks of birds, herd of herbivores, pack of wolves, group of primates, human families, cities and even institutions all offer good evidence that competition might not be the most important natural selector.

Though Nature has long been considered “red in tooth and claw” (Fry 2012), such as to justify the competitive behavior of our species from cultural, biological, and economic perspectives (Gould 1992; Hull 1999; Marriott 2002; Numbers and Numbers 2003), altruism may be more advantageous in an individual’s lifespan and lead to the long term evolution of cooperation (Nowak et al., 2006; Gatti 2011).

Several studies proposed that, rather than continually fighting, wasting energy and time, species can evolve mutualistic relationships, which over time makes the avoidance of competition more convenient than the competition itself and can emerge in symbiotic (Kiers and Heijden 2006), endosymbiotic (O’Malley 2015) and endogenosymbiotic (Cazzolla Gatti 2016, 2018) interspecific relations. These mutualistic networks stabilize the ecosystems (Bastolla et al., 2009; Cazzolla Gatti et al. 2017, 2018) and improve their resilience and productivity (Thébault and Fontaine 2010). However, mutualism, as well as intra- and intra-specific cooperation can be stable and prosperous but can be undermined by cheaters or selfish behaviours. Nonetheless, the benefits of intraspecific cooperation (the altruistic help provided by one to an individual of its same species) remain a controversial issue in evolutionary biology, because it is thought that being selfish is an intrinsic feature of our genes (Dawkins 2016) and most times it is the best choice.
in social situations (Midgley 1983). Evolution would favor egoistic individuals increasing their fitness (i.e. the number of their offspring or their reproductive success; Jost 2003). In fact, it seems undeniable that, in simplified non-zero-sum games (such as the Prisoner’s dilemma; Lave 1962) where players individually interact with each other just once or for a fixed number of times, defeating cooperation seems the best choice (an Evolutionary Stable Strategy, ESS, i.e. a Nash equilibrium; Hofbauer 2001) although not the most advantageous (in terms of maximum reachable payoff). During the last fifty years, prolific research has been conducted on the mechanisms that can allow cooperation to emerge “in a world of defectors” to become an ESS. An interesting debate started with the simple but genial “kin selection” proposed by W. D. Hamilton (1964), which - following the rule named after its author - can be beneficial for both the donor and the recipient of an altruistic act (an action costly to perform but benefiting another individual of the same species) if they are enough related. For instance, two siblings would have more interest to cooperate than two strangers because they share a higher percentage (about 50% more) of their genes. Successively, based on Hamilton’s reasoning in terms of cost sustained by the cooperators and benefits received by conspecífics, the other four main rules for the evolution of cooperation have been suggested (Nowak 2006). However, one of the main problems of these five rules is the assumption that the payoffs obtained by either cooperating or defeating are quite well known by the parties before they interact and do not change during the time or after repeated encounters (Nowak et al., 2017). Obviously, this is not always the case in real life. Moreover, this does not assume that all individuals of a population have to benefit from a cooperative strategy. The strategy may only be beneficial at the population level over evolutionary timescales. Any optimization at the individual level may counteract this, which indicates that individuals may not optimally explore the consequence of their behavior to obtain an evolutionarily successful strategy.

At the same time, following each rule blindly, there is a risk for individuals to get stuck in an unfavorable situation. Nonetheless, this is not necessarily universal. Altruism may not always provide an advantage for the individual donor. Therefore decisions may just happen by instinct and not because these decisions are actively judged every time. The main problem is how to obtain benefits from cooperation without passing through several trials and errors, which are slow and painful (Axelrod, 1984). This would also increase the costs (investment of time, energy, etc.) over the benefits of altruistic behavior. In fact, even if the conditions for cooperation are convenient in the long term, individuals may not have sufficient time to explore the strategies to obtain a stable reward from their altruism. In The Evolution of Cooperation, Axelrod (1984) wrote that “if we understand the process we can use our foresight to speed up the evolution of cooperation”. Here I show that a multi-armed bandit (MAB) model, a classic problem in decision sciences, is naturally employed by individuals to opt for the best choice most of the time following the hierarchical nestedness of the rules, accelerating the evolution of the altruistic behavior and solving the abovementioned problems. The proposed algorithm takes also into account situations of instinctive altruism that omits any active judgment that many cooperating individuals may not be able to practice.

2. Background: the 5 rules for the evolution of cooperation, their limits and optimization

The basic rules for the evolution of cooperation (kin selection and direct reciprocity) are accepted by many evolutionary biologists and seem widespread among almost all groups of living beings (Bothstein and Pierotti 1988; Zahavi 1995). Nevertheless, it is obvious that, at least, some members of our species do not act altruistically only with relatives or people that expect to meet in the future. We often offer help to unrelated people that we, surely, meet once in a life. Do we behave in this way because we are just a “good citizen”? In terms of Darwinian fitness, this does not make any sense because we waste our energy, time, resources, etc. (sustaining a cost that reduces our own fitness) to provide support (donate a benefit that increases another person’s fitness) to a competitor (in a classic evolutionary definition). Being altruists with a stranger must give us an advantage, natural selection states. Here is where other forms of cooperation show off (Table 1).

All the forms of cooperation described in Table 1 could represent a widespread interaction model even for some lower taxa of animals (invertebrates), plants, fungi, and microorganisms (see Table 2). Nonetheless, some authors have argued that the 5 rules for the evolution of cooperation are actually not all distinct from each other and represent a continuum in the evolutionary pattern toward cooperation (Lehmann and Rousset 2014; West et al., 2007).

It is easy to notice that all these five rules are related by the a priori estimation of costs and benefits and that, to be evolutionary stable, each parameter (r, w, q, 1/k, 1/(1 + n/m)) must exceed the c/b ratio. The costs must be lower than the benefits to have an evolutionary advantage. Of course, if the costs are higher than benefits, none of the five rules can stabilize cooperation because, for instance, no relatedness value can exceed the unit (i.e. meeting with a perfect clone/twin) or no probability higher than 100% to meet another individual again.

Quantify benefits and costs, particularly in the case of kin selection, is not an easy task because these parameters are related to the variation in average trait value and therefore cannot predict that change (Nowak et al., 2017). For instance, Hamilton’s rule seems able to estimate only the data that have already been provided and this makes impossible any reliable empirical test. Because social interactions are usually multilateral and nonlinear, it is difficult to constrain them with unique benefit and cost values (Nowak et al., 2017). Complex population structures cannot be captured by a single relatedness quantity.

In reciprocal altruism, nonetheless, Tit-for-Tat is evolutionarily stable only if the interactions between the individuals have enough probability to continue in the future (Axelrod and Dion, 1988). However, Always-Defect is also evolutionary stable even with a low probability of future interactions (Imhof et al., 2005). Therefore, how cooperative behavior can start at the beginning? There must be a first step that allows some probabilities of altruistic acts before moving to reciprocity. Genetic kinship seems to be a likely way to bypass the defection equilibrium. Then the reciprocal forms of cooperation can take the place of kin selection.

Reciprocity (both direct and indirect), however, can stabilize in species with the ability to discriminate against other conspecifics. But when the group is too big and variable or there are cognitive impediments for group member’s recognition, cooperation can be still stable. Other mechanisms, which do not require a high level of discrimination, include territoriality with set location, network establishment, grouping and gregarize (Akçay et al., 2010; Grinnell 2002). These lead altruism towards network and group selection.

Besides the difficulties in estimating the cost and benefits of an altruistic act and the instability of a single specific cooperation mechanism, there is the risk for individuals - following blindly each rule - to stick into an unfavorable situation (for instance, continuing to cooperate) if the conditions change over time. Aging or illness of the partner sometimes increasing: e.g., in the case of keeping in the grace of the old member of a group to receive its legacy) the propensity to cooperate decreases (Oksanen and Lundberg 1995), etc. For a general review on optimization theory in evolution see Smith (1978) and Rosenhouse (2002).
narrated that once Haldane said: Anticipating Hamilton (1964) if the relatedness between the two interacting individuals is higher than the costs/benefits ratio ($r/c/b$).

Altruistic behavior could not only be promoted by relatedness. For instance, relatedness is not always enough to explain altruistic behaviors such as eusociality (Nowak and Allen 2015). In conditions of repeated meetings (repeated Prisoner’s dilemma) a sort of direct reciprocity (2nd rule) can be established (Trivers 1971). This is based on each other acquaintance after repeated interactions. Evolution of cooperation can take place (following either a Tit-for-Tat, a generous-Tit-for-Tat or a win-stay/lose-shift strategy; Nowak and Sigmund 1992, 1993) if the probability of next encounter between the two individuals (w) exceeds the c/b ratio ($w/c/b$).

Individuals may behave altruistically with an unrelated, once-in-a-life met, another individual, if someone is looking at me and, being cooperative, I can increase my reputation. I help you today because someone else, knowing that I am an altruist, will help me in turn (Nowak and Sigmund, 1998). This implies that the parties should have a “theory of mind” and be aware that similar strategies can be displayed by different players (i.e. what is good for me can be good for you too, later on). Although this form of “reputational altruism” can be challenged by free-riders (someone knows that I am an altruist and will take advantage of this by defeating cooperation) and requires some sorts of moral assessments (will my reputation increase or decrease, in the eyes of other people, if I either help or not someone that has not previously been cooperative? Nowak and Sigmund 2005), it becomes evolutionary stable (3rd rule) if the probability ($q$) of knowing somebody’s reputation is higher than the c/b ratio ($q/c/b$).

As the evolution of sociality and sociobiology clearly suggests, natural selection can act not only at an individual level but also at a group level (5th rule), which means that aggregations of cooperators can defeat other less or non-cooperative groups (Trauben and Nowak 2006). Imagine a population of individuals of the same species that is subdivided into some groups of members that help each other more frequently (cooperators) and others that do not behave altruistically (defectors). Cooperation can stabilize and evolve at a group level if the inverse of the number of neighbors (1/k) exceeds the cost/benefit ratio (1/k/$c/b$).

We cannot always assume that repeated meetings happen in well-mixed populations where the probability to interact with everyone else is equal (Levine and Hammerstein 2001a, 2001b) because this is not the real situation in many cases. Natural populations can be gregarious, spatially and/or socially structured and some individuals can meet more likely than others. This is the reason why network reciprocity has been advanced as a mechanism (4th rule) to explain how cooperation can evolve in aggregated populations (Ohtsuki and Nowak 2007) in which the number of neighbors (k) may affect my propensity for altruistic acts. To be evolutionary stable, network reciprocity requires that the inverse of the number of neighbors (1/k) exceeds the cost/benefit ratio (1/k/$c/b$).

As the evolution of sociality and sociobiology clearly suggests, natural selection can act not only at an individual level but also at a group level (5th rule), which means that aggregations of cooperators can defeat other less or non-cooperative groups (Trauben and Nowak 2006). Imagine a population of individuals of the same species that is subdivided into some groups of members that help each other more frequently (cooperators) and others that do not behave altruistically (defectors). Cooperation can stabilize and evolve at a group level if the inverse of the number of neighbors (1/k) exceeds the cost/benefit ratio (1/k/$c/b$).

The five rules for the evolution of cooperation briefly described.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Equation</th>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>KIN SELECTION</td>
<td>$r/c/b$</td>
<td>$r$</td>
<td>Cooperation can become the evolutionarily stable strategy (ESS, in game theory the one in which a population of cooperators cannot be invaded by defectors) in the case of kin selection (1st rule; Hamilton 1964) if the relatedness between the two interacting individuals is higher than the costs/benefits ratio ($r/c/b$).</td>
</tr>
<tr>
<td>DIRECT RECIPROCITY</td>
<td>$w/c/b$</td>
<td>$w$</td>
<td>Altruistic behavior could not only be promoted by relatedness. For instance, relatedness is not always enough to explain altruistic behaviors such as eusociality (Nowak and Allen 2015). In conditions of repeated meetings (repeated Prisoner’s dilemma) a sort of direct reciprocity (2nd rule) can be established (Trivers 1971). This is based on each other acquaintance after repeated interactions. Evolution of cooperation can take place (following either a Tit-for-Tat, a generous-Tit-for-Tat or a win-stay/lose-shift strategy; Nowak and Sigmund 1992, 1993) if the probability of next encounter between the two individuals (w) exceeds the c/b ratio ($w/c/b$).</td>
</tr>
<tr>
<td>INDIRECT RECIPROCITY</td>
<td>$q/c/b$</td>
<td>$q$</td>
<td>Individuals may behave altruistically with an unrelated, once-in-a-life met, another individual, if someone is looking at me and, being cooperative, I can increase my reputation. I help you today because someone else, knowing that I am an altruist, will help me in turn (Nowak and Sigmund, 1998). This implies that the parties should have a “theory of mind” and be aware that similar strategies can be displayed by different players (i.e. what is good for me can be good for you too, later on). Although this form of “reputational altruism” can be challenged by free-riders (someone knows that I am an altruist and will take advantage of this by defeating cooperation) and requires some sorts of moral assessments (will my reputation increase or decrease, in the eyes of other people, if I either help or not someone that has not previously been cooperative? Nowak and Sigmund 2005), it becomes evolutionary stable (3rd rule) if the probability ($q$) of knowing somebody’s reputation is higher than the c/b ratio ($q/c/b$).</td>
</tr>
<tr>
<td>NETWORK RECIPROCITY</td>
<td>$1/k/c/b$</td>
<td>$1/k$</td>
<td>We cannot always assume that repeated meetings happen in well-mixed populations where the probability to interact with everyone else is equal (Levine and Hammerstein 2001a, 2001b) because this is not the real situation in many cases. Natural populations can be gregarious, spatially and/or socially structured and some individuals can meet more likely than others. This is the reason why network reciprocity has been advanced as a mechanism (4th rule) to explain how cooperation can evolve in aggregated populations (Ohtsuki and Nowak 2007) in which the number of neighbors (k) may affect my propensity for altruistic acts. To be evolutionary stable, network reciprocity requires that the inverse of the number of neighbors (1/k) exceeds the cost/benefit ratio (1/k/$c/b$).</td>
</tr>
<tr>
<td>GROUP SELECTION</td>
<td>$1/(1 + n/m) &gt; c/b$</td>
<td>$1/(1 + n/m)$</td>
<td>As the evolution of sociality and sociobiology clearly suggests, natural selection can act not only at an individual level but also at a group level (5th rule), which means that aggregations of cooperators can defeat other less or non-cooperative groups (Trauben and Nowak 2006). Imagine a population of individuals of the same species that is subdivided into some groups of members that help each other more frequently (cooperators) and others that do not behave altruistically (defectors). Cooperation can stabilize and evolve at a group level if the inverse of the number of neighbors (1/k) exceeds the cost/benefit ratio (1/k/$c/b$).</td>
</tr>
</tbody>
</table>

3. The model

3.1. A multi-armed bandit to speed up the evolution of cooperation

Consider the following situation: you meet a person in a train station who needs help to find his/her train but you have just a few minutes to get on your own train. Your help could cost you to wait more than two hours for the next train. Would you, however, help this person? How do you decide what to do in a few seconds? The theory says that if this person is enough related to you (he is your brother, she is your cousin, etc.) you might afford a cost to provide a benefit to him/her if $r>c/b$. This could be a quick choice, assuming if you know the grade of relatedness with this person. However, it is not so easy to correctly evaluate in a hurry situation whether your w (chance to meet this person again) or (some person is paying attention to your act), etc. exceeds the costs to benefits ratio. Human beings have brains but not computers. We have a “theory of mind” but cannot perform an accurate calculus in a train station. We can even find it difficult to evaluate the real costs and benefits of our actions (i.e. to build a payoff matrix as in game theory) and keep track of their changes during time. Other species might not have all these reasonings behind their altruistic acts (most have the skills to generate the benefits but a few are recognized to have those for distributing them; Calcott 2008; Markvoort et al., 2014). In most cases, animals may find it difficult even to identify the level of relatedness with other members of their populations (Schweinfurth and Taborsky 2018; Stiver et al., 2005). Therefore, how can individuals choose the best option more frequently? Anticipating Hamilton’s rule (1964), it is narrated that once Haldane said: “I would gladly give up my life for two brothers or eight cousins” (Gorrell et al., 2010). Yet, this does not help in coupled interactions with a single brother, cousin, etc. if $b>c$ does not compensate for the fact that $r<1$ or b and c are difficult to estimate. Therefore, how species can speed up the evolution of cooperation invoked by Axelrod, which leads to higher payoff for everyone when it stabilizes?

The multi-armed bandit (MAB), a classic problem in decision sciences (Even-Dar et al., 2006), could help opt for the best choice most of the time, accelerating the evolution of the altruistic behavior and solving the previous paradoxes. Its name origins from old slot machines where to win money you need to pull an arm (called “bandit” because they steal money from the player). If you have, in front of you, two (or more) machines and you know that their payoff (i.e. how much money you get pulling a certain arm) is not equal between the machines, your best option is to identify the machine with the highest payoff. Once you have this guess you start to pull this machine more than the other one. This is a problem of optimal resource allocation under uncertainty: how do I most efficiently identify the best machine to play, while efficiently exploring the other option in real-time, so I can exploit the best an get the highest payoff? (1/k/$c/b$).

This approach has the power to bring the theoretical assumptions described so far to the everyday situation in which an individual has to decide whether to cooperate or not with someone else. The basic model to decide which strategy to select in an unknown or poorly known strategy payoff is to perform repeated A/B tests, which can be time consuming and inefficient. If the choice on the model takes too much time, the response could be delayed and useless in the optimal decision-making process. In the example of the train station, if I took too long to decide whether to help the person needing advice, both trains could leave and both will pay only costs, without receiving benefits. Similarly, if I accelerate my decision and I base it on pure chance or a few A/B test scores, I have higher probabilities to take the wrong choice and my costs as a donor may outperform the benefits for the recipient. Moreover, even in the simplest event of kin selection, when I am interacting with a sibling, there could be changing situations (aging or illness, for instance), those in which I cannot clearly evaluate costs and benefits and whether their ratio is lower than 50%, etc. Should I miss my train to help my brother to take his one? Although, cooperation can evolve by natural selection without a conscious understanding of the evolutionary ratio of it, for individuals of species that lack a “theory of mind” the rational evaluation of the pros and cons of an action is impossible. Thus, there should be an easy, quick and reliable way living beings take –
conscious or unconscious - decisions to increase the likelihood of adopting the right strategy.

3.2. The epsilon-greedy algorithm for the evolution of cooperation

Evolution is a matter of chances and necessities (Monod 1974) and it always seeks the simplest way to explore solutions and exploit the best ones (Carroll 2001). Furthermore, adaptation is a matter of time, of fast rearrangement of strategies considering that the best choice now might not be the optimal one in the future.

Bandit algorithms are models to real-time and real-life decision making that represent an efficient trade-off between sufficiently exploring the best options during the time and exploiting the optimal action in current situations. This is the kind of trade-off favored by natural selection when striking a balance between the two is critically important. Firstly, the variant space needs to be sufficiently explored such that the best choice is identified. By first identifying, then depending on the environment (which might be the full set of resources and conditions available at that specific time) an individual runs a high cognitive level ‘bandit algorithm in its mind (enough automatic, easy and fast to do not require a “high cognitive level” and an estimation of costs and benefits) to decide what strategy to take. It then performs the action, observes the payoff and updates its knowledge of the reward. With a sort of reinforcement learning (RL) (Kalidindi and Bowman 2007) evolution would lead each individual to get a basic knowledge of its payoff while interacting with another party and to take advantage of this information to exploit, during its life, the best choice more frequently (ε-greedy algorithm) (Sutton and Barto 1998).

This algorithm, after an initial period of exploration (biological history, which can either be considered as evolutionary history in the case of kin, network and group selection or life history in the case of shorter-term adaptive interactions, such as direct or indirect reciprocity), greedily exploits the best option ε percent of the time. For example, if ε = 0.95, the algorithm will exploit the best variant 95% of the time and will explore random alternatives 1 - ε = 5% of the time. Depending on the environment (which might be the full set of resources and conditions available at that specific time) an individual runs a bandit algorithm in its mind (enough automatic, easy and fast to do not require a “high cognitive level” and an estimation of costs and benefits) to decide what strategy to take. It then performs the action, observes the payoff and updates its knowledge of the reward. With a sort of reinforcement learning (RL) (Kalidindi and Bowman 2007) evolution would lead each individual to get a basic knowledge of its payoff while interacting with another party and to take advantage of this information to exploit, during its life, the best choice more frequently (ε% of times) but leave a bit of space to exploration (1- ε%) to adapt to the changing conditions.

A formal description of an epsilon-greedy algorithm is the following:

- Initialize, for $a = 1$ to $k$
- $Q(a) \leftarrow 0$
- $N(a) \leftarrow 0$
- loop for n times
- $A \sim \{ \operatorname{argmax}_a(Q_a) \} \rightarrow \text{with probability } \epsilon$
- a random action $\rightarrow \text{with probability } 1 - \epsilon$
- $R \leftarrow \text{bandit}(A)$
- $N(A) \leftarrow N(A) + 1$
- $Q(A) \leftarrow Q(A) + \frac{R - Q(A)}{N(A)}$

Table 2

<table>
<thead>
<tr>
<th>$r$</th>
<th>$w$</th>
<th>$q$</th>
<th>$k$</th>
<th>$l + n/m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invertebrates (other than social insects)</td>
<td>Duffy et al., 2002, Duffy and MacDonald, 2010</td>
<td>*</td>
<td>/</td>
<td>*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$r$</th>
<th>$w$</th>
<th>$q$</th>
<th>$k$</th>
<th>$l + n/m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invertebrates (other than social insects)</td>
<td>Duffy et al., 2002, Duffy and MacDonald, 2010</td>
<td>*</td>
<td>/</td>
<td>*</td>
</tr>
</tbody>
</table>
where $a$ is a random number of $k$ actions, $Q(a)$ is the estimate of expected reward for taking the action $a$, $N(a)$ is the number of times action $a$ is selected, $R$ is the set of Rewards obtained, and $A$ is the set of Actions taken.

A slightly modified version of the epsilon-greedy algorithm for the evolution of cooperation (Fig. 1) can, therefore, be described as the following:

- randomly choose Cooperation (C) or Defection (D) for $n$ trials (biological history);
- on each trial estimate the payoff of variant C and D;
- set the parameters $r$, $w$, $q$, $1/k$, $1/(1 + n/m) = \epsilon$;
- after $n$ learning trials (biological history):
  - if $C$ payoff $\geq D$ payoff:
    1. select (exploit) $\epsilon\%$ of the time the variant $C$;
    2. $1-\epsilon\%$ of the time sample (explore) from the variants $C$ and $D$ randomly;
  - when $D$ payoff $> C$ payoff:
    1. switch the choice ($\sigma$) and select (exploit) $1-\epsilon\%$ of the time the variant $D$;
    2. $\epsilon\%$ of the time sample (explore) from the variants $D$ and $C$ randomly.

It is important to point out that this is a slightly modified version of the original epsilon-greedy algorithm. Here a switch ($\sigma$) is included. This is because the parameters $r$, $w$, $q$, $1/k$, $1/(1 + n/m)$ are the epsilon value. Thus $\epsilon\%$ represents the number of times cooperation should be exploited when its payoff is higher than that of selfishness. Obviously, the higher the parameter value $\epsilon$, the more convenient to exploit cooperation $\epsilon\%$ of the time. Therefore, the epsilon value is predetermined by evolutionary constraints and depends on the biological history of relationships and interactions among interacting individuals. If, however, during interactions the best payoff “switches to” selfishness, the individual starts to explore both variants $\epsilon\%$ of the time (Fig. 1). In this case, in fact, the lower the parameter value $\epsilon$, the more convenient to exploit selfishness 1-$\epsilon\%$ of the time. This switch easily corrects for evaluation mistakes and bias in payoff estimations after the learning trials (for instance, even if $r \geq 0.5$, there might be situations when $D$ payoff is evaluated higher than $C$ payoff and this would lead to overexploitation of relatives without a switch function $\sigma$).

The initial exploration trials of the epsilon-greedy algorithm follow an Evolutionary-Development (Evo-Devo) pattern. They are performed by some individuals during evolutionary history (Evo) and selected for the best fitness. This constitutes pre-birth information genetically transferred, as in the case of kin and group selection. But they can be also performed during the life history of every single individual (Devo) that could be advantaged in its fitness. This constitutes learning from life experiences, as in the case of direct, indirect and network reciprocity. In both cases, these trials provide an estimate of the initial payoff for cooperation and defection about the parameters $r$, $w$, $q$, etc.

Following a hierarchical decision-making process of the five rules in sequence (Fig. 2), individuals select $\epsilon\%$ (i.e. $r\%$, $w\%$, $q\%$, etc.) of the time to exploit the payoff rate gained from cooperation. However, an individual will select $1-\epsilon\%$ of the time to sample from two variants. Either cooperation can be selected $(1-\epsilon\%)/2$ of times or to move to the lower cooperative rule can be selected with the same probability $(1-\epsilon\%)/2$, randomly (like just flipping an imaginary coin) to leave a bit of space to exploration to adapt to the changing conditions in future. If, after the hierarchical exploration of all the five rules (or of only those species-specific that apply, see Table 1), cooperation is not achieved, then the individual will defect and behave selfishly. After each interaction, however, through reinforcement learning, each individual will acquire more knowledge of its payoff for potential next interaction with the same individual or group. If the payoff for selfishness becomes higher than that assumed for cooperation, the individual switches ($\sigma$) to exploit selfishness 1-$\epsilon\%$ of the time and explore randomly between the two variants $\epsilon/2\%$ of the time.

In the five circumstances depicted in Fig. 2 it emerges that $\epsilon+(1-\epsilon)/2$
> (1-\(\epsilon\))/2 for any \(\epsilon = r, w, q, 1/k\) and 1/(1 + n/m). Therefore, when C payoff > D payoff, cooperation quickly evolves with a minimum probability \(P_{EC_{\text{min}}} = (1-\epsilon)/2\) whereas selfishness has a maximum probability to evolve of \(P_{ES_{\text{max}}} = (1-\epsilon)/2\).

For instance:

- if \(r = 0.5\) (two siblings interact), \(\epsilon = 0.5\) and 0.25 > 0.25 > 0.75 > 0.25, the probability of cooperation to evolve is minimum 75% and the probability of exploration for the alternative variant (lower hierarchical cooperation level and, eventually, selfishness) is maximum 25%.

- if \(w = 0.25\) (two interacting individuals have 1 out of 4 chances to meet again), \(\epsilon = 0.25\) and 0.25 > 0.375 > 0.375 > 0.575 > 0.375, the probability of cooperation to evolve is minimum 56.25% and the probability of exploration for the alternative variant is maximum 37.5%.

- if \(q = 0.125\) (the probability of knowing someone’s reputation in presence of 7 other unknown individuals), \(\epsilon = 0.125\) and 0.25 > 0.4375 > 0.4375 > 0.5625 > 0.4375, the probability of cooperation to evolve is minimum 56.25% and the probability of exploration for the alternative variant is maximum 43.75%.

It is trivial to prove that, for any value of \(r, w, q, 1/k\) and 1/(1 + n/m), \(P_{EC}\) is always > 0.5. Hence, cooperation has always more chances to evolve than competition following one of the five rules, when this epsilon-greedy algorithm is applied in decision making and the payoff for cooperation is the highest, skipping the need to estimate costs and benefits of an interaction. Nonetheless, besides speeding up the evolution of cooperation, the algorithm still keeps some space open to evolving conditions with a (1-\(\epsilon\))/2 probability to explore other choices (selfishness, in this case, and improve the future payoff)

4. Discussion

This MAB model encompasses and provides a comprehensive framework for the five rules of cooperation. Therefore, the model is not an alternative to the five rules but a logic structure for optimizing them. The five rules for the evolution of cooperation, through a multi-armed bandit choice selection, will still hold without keeping an individual in an inconvenient situation if it cannot exactly estimate the costs and benefits and/or the environmental changes (including variations in individual behavior, network and group compositions, etc.) during the time.

An evident hierarchical ranking exists among the five rules for the evolution of cooperation (Fig. 2), with kin selection at the first level, followed by direct, indirect, and network reciprocity, and then by group selection. This means that (1 - r)/2% of times an individual, before opting to be a selfish (i.e. defeat cooperation), moves its decision-making process to the lower hierarchical level and evaluates the choice based on the second parameter (w=probability of next round). Again, (1-w)/2% of the times the decision shifts to the next level and so on, until it reaches the last one (group selection) where (1 - 1/(1 + n/m))/2% of times selfishness is the only likely option. This hierarchical shifting of cooperation rules can be summarized by the expression:

\[
r \rightarrow q \rightarrow w \rightarrow 1/k \rightarrow 1/(1 + n/m) \rightarrow \epsilon \% \text{ cooperation} | 1 - \epsilon \% \text{ exploration}
\]

From this whole scenario it emerges that cooperation, through the epsilon-greedy decision-making algorithm, evolves as a multilayer process: horizontally (algorithmically) and vertically (hierarchically).

It is interesting to notice that in an evolutionary scenario of cooperation based on this multi-armed bandit model, haplodiploidy results in one the highest probability of cooperation in Nature. This is the sex-determination system of Hymenoptera and other taxa of invertebrates, in which males develop from unfertilized eggs and are haploid, and females develop from fertilized eggs and are diploid. Therefore insects with a coefficient \(r\) of relatedness of 0.75, which is common between the sisterhood of worker bees in a hive, have \(r = 0.75\), \(P_{EC_{\text{min}}} = 0.875\) and \(P_{ES_{\text{max}}} = 0.125\). However, while haplodiploid females are more closely related to their sisters than to their offspring, they still share more genes with their offspring than with their brothers (\(r = 0.25\)). Previous research suggests that the evolutionary burden of raising low-value brothers would, therefore, offset the advantages of rearing high-value sisters. Nonetheless, the epsilon-greedy algorithm resolves this imbalance already at the first level (kin selection) because when \(r = 0.25\), \(P_{EC_{\text{min}}}\) is still 65% and \(P_{ES_{\text{max}}}\) is 25%. Therefore, cooperating with brothers is still worth it in a cooperative hive (i.e. where initial trials during biological history assessed that C payoff is generally higher than D payoff).

Overall, from the hierarchical epsilon-greedy algorithm, we can predict that cooperation has the following general probability to evolve when C payoff > D payoff:

\[
P_{EC} = r \times w \times q \times 1/k \times 1/(1 + n/m)
\]

In the previous example of a beehive with a sisterhood of worker bees’ relatedness (\(r\)) among sisters is 0.75 and the probability of a next interaction (\(w\)) between two of them is extremely high (let’s assume = 0.9). Considering that there is no evidence of indirect reciprocity for invertebrates (see Table 1), but network and group selections have been suggested, at least for social insects (Fawwell 2003), cooperation among social bees evolves with a probability = 0.75 × 0.9 × 1/k × 1/(1 + n/m). Which is: 0.675 × 1/k(1 + n/m). This means that, besides relatedness and direct reciprocity, the evolution of eusociality is strongly dependent on the number of neighbors (k) and the size/number of groups (1 + n/m). This confirms the recent evidence (Field & Toyoizumi 2020) from Hymenoptera with more specialized morphological castes that two common features of eusociality (i.e. saturating birth rates and group size) significantly determine whether eusociality outperforms other strategies.

4. Conclusions

How well Hamilton’s rule can account for all the different forms of altruism is a long-debated topic in evolutionary biology. The key point relates to the levels of selection: kin selection favors more cooperation among related individuals and, on the other extreme, group selection enlarges the interactions within and between entire groups of organisms. So far, the problem resided in the idea that selection between groups cannot be stable enough to promote adaptations because selection acts mostly at the individual and not group level. Classical evolutionary biology considered between-group a very special case that cannot account for most of the cooperative interactions. Though, recently, some evidence that kin selection and multilevel selection can be mathematically equivalent has emerged, the continuum of different cooperation levels and its hierarchical interconnection has been largely ignored.

The relation between heritable traits and fitness has been mostly based on direct versus indirect (for kin selection) and within groups versus between groups (for group selection) benefits. Hamilton’s rule and group selection, instead, should be considered just as the starting and ending point of multilevel interactions. Examining the evolution of cooperation on actual individuals, biologists should follow a Matryoshka model proposed by Wilson and Wilson (2008).

Because natural selection operates at multiple levels of the biological hierarchy, the Matryoshka model, combined with the epsilon-greedy algorithm, should be used to evaluate the importance of each level on a case-by-case basis (Fig. 2).

As shown above, the interacting layers of the evolution of cooperation are like a matryoshka: nested one within another. At each hierarchical level natural selection favors a different rule of cooperation. The general rule is that cooperation at a certain level requires a corresponding process of selection at that level and might be weakened by selection at lower levels. Case-by-case it should be shown how a
Fig. 2. The epsilon-greedy algorithm applied to the hierarchical decision choice through the 5 cooperation rules, when the payoff for cooperation exceeds that of selfishness. Starting from level 1 (kin selection) the individual chooses to cooperate \( \varepsilon \% \) (where \( \varepsilon = r \)) of the time and \((1-\varepsilon)\%\) of the time flips a coin (i.e. randomly choose) to explore the two variants. Therefore, \((1-\varepsilon)/2\)% of the time the choice moves to the lower level. With the same probability, the process continues in this way until it reaches the last level (group selection) where the individual opts \( \varepsilon\% + (1-\varepsilon)/2\)% of the time for cooperation and \((1-\varepsilon)/2\)% for selfishness.
cooperative level of selection is strong enough to counterbalance the higher selective advantage for selfishness. An interesting example comes from a model organism mentioned by Wilson and Wilson (2008).

The amoebae *Dictyostelium discoideum* is an important species for the study of evolutionary development (Evo-Devo). In these organisms, the stalk cells in the multicellular slug seem to sacrifice their lives “for the good of the group” following the principles of multilevel selection. In fact, the spore cells in the head of the fruiting body successfully disperse and pass their genes to the next generation only if other cells form a stalk and sacrifice their own reproduction. But why some altruistic cells should give up to improve their own fitness to give an advantage to other selfish cells? It might be that “altruistic cells” recognize themselves and aggregate only with others that carry the same altruistic genes so that each stalk is genetically similar. In this case, however, natural selection would favor cooperation at the group level but altruistic genes (in the stalk) would be reduced up to almost disappear after a certain number of selfish generations (in the fruiting body). A more plausible explanation is now offered by the multilevel selection (matryoshka model) applied to the epsilon-greedy algorithm. As in a lottery process, some individuals make the ultimate sacrifice to become stalk cells but they are a random sample deriving from the ε exploration of cooperative and selfish strategies. In this way, there is no genetic selection within a group and the altruistic genes have a higher chance to survive at the next generations both to the benefit of the individual carrying cells and whole multicellular organisms.

To better investigate the evolution of cooperation we must, therefore, look first to kin selection but, if this does not seem the likely reason of an altruistic act, we should move forward, at a higher level, to include other ecological, evolutionary, and developmental (Eco-Evo-Devo) variables relevant to explain a specific interaction through the epsilon-greedy algorithm.

The empirical analysis of the evolution of cooperation should follow a five-question scheme:

1) What is the percentage of the individual’s relatedness with its partner?
2) What is the probability it has to meet its partner again?
3) What is the chance that someone is looking at its interaction with its partner?
4) What is the number of cooperative neighbors in its social network?
5) What is the number of cooperative members and groups in its environment?

This approach may be the basis for further, more application-oriented, studies. Through reinforcement learning, a subtype of artificial intelligence based on the idea that a computer learns as a living being does, with trials and errors, we would have a powerful tool to better understand and even probabilistically quantify the chances cooperation has to evolve in a specific situation. This would solve most of the problems of estimating a priori costs and benefits of an altruistic act and adapt to the dynamical change of the external conditions. For instance, a behavioral ecologist studying the interactions among members of a group or individuals of different species may use a computer simulation to understand the dynamics and the evolution of decision making and predict the probability of cooperation evolution by: i) gathering information about the biological history of the individuals/species involved to check if the payoff was higher in previous cooperative or competitive interactions (i.e. whether the “switch” is set on payoff $C>D$ or payoff $D>C$); ii) setting the parameters $(r, w, q, k, 1 + n/m)$ that apply to the subject involved in the study; iii) using the

**Fig. 3.** To study the evolution of cooperation biologists should follow a Matryoshka ε-greedy model in which kin selection is the smallest doll (lowest level) and group selection the biggest one (highest level). Between them, the other levels are nested hierarchically and allow to explain the likelihood of altruist behaviors by individuals.
Matryoshka ϵ-greedy algorithm proposed here to estimate the ε-%(1-\epsilon)/2% at each step of the nested hierarchical roles; iv) running the model to look at the dynamical variation of the cooperative/selfish behavior when the parameters and the payoffs change during a pre-established time (e.g. number of encounters).

This multi-armed bandit model to the evolution of cooperation answers the question of how should an individual define a dedicated amount of resources to different options when it cannot be sure what will come of (i.e. which payoff) pulling each one. With the epsilon-greedy algorithm, as life and evolutionary time goes on, and the individual is choosing different options, it will get a sense of which choices are returning it with the highest reward. However, from time to time it will choose a random action just to make sure that it’s not missing anything. Using this learning algorithm, the individual converges to the optimal strategy in choosing between cooperation and selfishness.
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